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We present results from an ensemble of simulations where a buoyant dye is injected
at the site of the Deepwater Horizon blowout from April 20 to July 15 of each year
between 1992 and 2007. Ocean currents are taken from observationally constrained
Estimating the Circulation and Climate of the Ocean Phase 2 (ECCO2) project state
estimates spanning 1992 to 2007. Starting from this basis, we explore the utility of
adjoint equations in allowing proactive evaluation of regional impact likelihood.
Forward integrations are performed to assess the ensemble spread of the plume, the
role of increased resolution of ocean eddies, and to compare spreading metrics using
an Eulerian tracer and Lagrangian particles. Spreading statistics compare well with
previous studies, and the Lagrangian and Eulerian approaches predict similar spread-
ing rates, allowing some confidence in adjoint sensitivity analysis of the vulnerability
of different local coastline regions to be conducted. Example adjoint calculations
indicate that coastline of the Mississippi Delta is most sensitive to spills on the
continental shelf off adjacent to Mississippi and Alabama, while Cape Hatteras, for
example, is most sensitive to spills on the continental shelf from Delaware to South
Carolina. Combined with accurate estimates of historical currents and winds, we
argue that the adjoint approach we describe can be a useful regional planning and
preparedness tool. Using the adjoint approach, local communities can proactively
identify spill locations to which they are especially vulnerable, allowing for better
preparedness and more efficient response to any future incidents.
1. INTRODUCTION

Prompted by the oil well blowout that occurred beneath
the Deepwater Horizon drilling platform in the Gulf of
Mexico on 20 April 2010, we performed a series of simula-
tions to determine both the likely spread of oil from the spill
site (forward calculations) and the sensitivity of various
coastal locations to pollutants injected anywhere into the
ocean (using backward, or adjoint, calculations). During
the 2010 spill, there was considerable uncertainty around the
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likely areas of impact. Coastal communities all along the
U.S. east coast and around the Gulf of Mexico were
concerned that their coastline would be impacted.
A variety of modeling studies, for example, the works of

Adcroft et al. [2010], Maltrud et al. [2010], Barker [this
volume], Ji et al. [this volume],Weisberg et al. [this volume],
and Liu et al. [this volume(a), this volume(b)], attempted to
quantify the uncertain impacts by modeling plumes spread-
ing from the blowout using one or more circulation and wind
scenarios together with models of oil aging and behavior.
These simulations were reactive responses to this specific
spill incident. However, given future prospects for increased
economic exploitation of the marine environment for energy
[Broder, 2010] and other resource needs, it seems plausible
that, although safety will no doubt improve, future incidents
may occur that again cause concern to coastal communities
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[Ornitz and Champ, 2002]. In this paper, we examine a more
proactive approach. It can provide coastal communities a
tool to better understand their individual vulnerabilities in
advance. The approach uses adjoint forms of the transport
equations to yield impact assessments with quantitative un-
certainties for any coastal location.
Our paper is structured as follows. We begin by outlining

the adjoint approach that we will demonstrate in section 2.
Then, we describe the physical transport model employed
and show results that characterize its fidelity in section 3. In
section 4, we present example results computed from the
adjoint method. Concluding, in section 5, we summarize the
lessons learned.

2. ADJOINT METHODS FOR TRANSPORT
EQUATIONS

Atmospheric studies have long used adjoint approaches to
understand potential sources of emission plumes [for exam-
ple,Hourdin et al., 1999; Vukićević and Hess, 2000;Hourdin
and Talagrand, 2006; Zhang et al., 2009a; Kopacz et al.,
2010]. In atmospheric studies, the goal is often to determine
emission source locations and strengths at time t0 that are
consistent with an observed distribution of atmospheric gases
at some later time t1. In this case, the adjoint formalism
provides a means to compute back trajectories that can be
used to solve for emission scenarios at time t0 that are
consistent with the observed emitted quantity distribution at
time t1. In these studies, the wind circulation transports the
emitted gas and mixes it in the atmosphere in a forward
model that is configured to simulate the circulation and
mixing for the time period t0 → t1. The same general ap-
proach has been applied to tracer transport in the ocean as a
tool for dynamical understanding [Hill et al., 2004; Fuku-
mori et al., 2004;Qu et al., 2009]. In these studies, a spatially
and temporally varying, nondivergent, ocean circulation field
u(x,y,z, t) is used to transport an inert tracer φ(x,y,z, t) in a
model according to an Eulerian transport equation of the
form

∂φ
∂t

¼ −u⋅∇φþ ∇⋅κ∇φþ Sφ; ð1Þ

where κ is the mixing tensor for a diffusive subgrid scale
closure that represents unresolved mixing and ensures nu-
merical stability. The term Sφ represents any source or sink
terms for the tracer.
Equation (1) can be used to evaluate, for a given source

location and flow field, where a tracer will be transported to.
This is the approach used in the forward experiments we
describe in section 3 and in the work reported by Adcroft et
al. [2010], Maltrud et al. [2010], and elsewhere. A second
question to ask is: For a given flow field and location, what
source site injections at an earlier time t0 would be trans-
ported to that location by time t1. This second question can
be addressed through the adjoint model counterpart of equa-
tion (1). We can formalize this question mathematically by
defining a cost function J that is the mean concentration of
tracerφ at a particular location or regionΩ and at a particular
time or time period, ta ≤ t ≤ tb, so that

J ¼ 1

Γ ∫
t¼tb

t¼ta∫Ωφðx; y; z; tÞdxdydzdt; ð2Þ

where Γ ¼ ∫
t¼tb

t¼ta
∫Ωdxdydzdt. The question posed can then be

expressed in terms of calculating a partial derivative, ∂J/
∂φ(x,y,z,t), which gives the sensitivity of J with respect to
tracer concentrations at all locations and times.

2.1. Adjoint Equation Derivation

As described by Errico [1997],Marotzke et al. [1999], and
others, we can compute ∂J/∂φ(x,y,z , t) numerically using the
adjoint equations corresponding to equation (1). Note that
Moore et al. [2009] and Zhang et al. [2009b] provide alter-
native ways of explaining adjoint sensitivity than presented
here. If we defineΩ appropriately (for example corresponding
to a section of coastline), then numerical evaluation of ∂J/
∂φ(x,y,z, t) will provide time-dependent spatial maps show-
ing where and to what degree tracer injections at an earlier
time would impact the region defined by Ω. Using this
approach, we can evaluate for any region Ω the “envelope”
of locations that have the potential to impact that region.
To derive the equation for computing ∂J/∂φ(x,y,z, t), we

first consider a discrete form of equation (1), which we can
write as

φnþ1 ¼ Lnðφn; S
n
; κn; unÞ; ð3Þ

or more abstractly as

q ¼ LnðpÞ; ð4Þ
where φn, Sn, κn, and un are vectors of real numbers repre-
senting a discrete model state at time step n, and Ln is a
function that stepsφ to time level n + 1 according to equation
(1). These numbers are combined into a single vector p in
equation (4) for which we can write the Jacobian matrix as

Ln ¼

∂q1
∂p1

∂q1
∂p2

…
∂q1
∂pm

..

.

∂qm
∂p1

∂qm
∂p2

…
∂qm
∂pm

2
66664

3
77775: ð5Þ
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where m is the total number of elements in p. The Jacobian,
Ln gives the linear response, δq, of the system to a perturba-
tion δp such that

δq ¼ Lnδp ð6Þ
for a single time step and

δq ¼ Lnþk−1…Lnþ1Lnδp ð7Þ
for multiple time steps. This represents the forward sensitiv-
ity, or tangent linear model, for equation (1). Assuming that

the terms
∂qi
∂pj

in L can be computed, then equation (6), or

more generally equation (7), can be used to compute forward
sensitivities. For example, if we set δpi = 1 for a single
element i of δp, and δpj = 0 for j ≠ i, then evaluating equa-
tion (6) will yield a vector of numerically evaluated partial
derivatives

δq ¼

∂q1
∂pi
..
.

∂qm
∂pi

0
BBBB@

1
CCCCA: ð8Þ

This vector gives a numerical measure of the linearized
change that a unit perturbation in element i induces in every
other vector element for step n of our model. Applying L for
subsequent time steps, as in equation (7), will show how this
perturbation propagates over multiple steps.
Again, assuming we can compute L somehow, the adjoint

technique we are interested in here makes use of its transpose
tL. Multiplying tL on a perturbation vector, δ p̃, with δ p̃i ¼ 1
and δ p̃j ¼ 0 for j ≠ i will yield a vector

δ q̃ ¼

∂ q̃i
∂ p̃1
..
.

∂ q̃i
∂ p̃m

0
BBBB@

1
CCCCA: ð9Þ

The δq̃ vector gives a numerical measure of the linearized
change in element i that a unit perturbation in each element
of δ p̃ would produce.
As in equation (7), the adjoint approach can be applied

over multiple steps by evaluating

δφn ¼ tðLnþk−1…Lnþ1LnÞδφnþk

≡ tLn tLnþ1…tLnþk−1δφnþk;

ð10Þ

where we have used the identity (ABC)T ≡ CTBTAT. How-
ever, unlike equation (7), the adjoint multistep form requires
applying the individual Jacobian matrix transposes in reverse
order, starting at the Jacobian for the final step of the model
and working backward. As with the tangent linear model in
equation (7), we can apply the adjoint model not just to a
single point perturbation but to any vector we can define. In
particular, we can define a model step that collects terms for
the integral in equation (2).

2.1.1. Adjoint of transport equation. Computation of L
and tL for the transport in equation (1) can be derived from
its discrete form as follows. In one dimension, we can ex-
press a very simple, forward-time central-space discrete form
of the advection term, u · ∇φ, in equation (1) as

φnþ1
i ¼ φn

i −
uΔt

2Δx
ðφn

iþ1−φ
n
i−1Þ; ð11Þ

where Δt and Δx are the discrete model time step and spatial
grid size, respectively, and i is the grid cell index. The
Jacobian for this operation will then have the form

Ln ¼

. .
. . .

. . .
.

0 … …

0
uΔt

2Δx
0 −

uΔt

2Δx
0 …

… 0
uΔt

2Δx
0 −

uΔt

2Δx
0

… … 0 . .
. . .

. . .
.

2
66666664

3
77777775
þ I; ð12Þ

reflecting the linear nature of the equation. The adjoint (or
transpose) of L is simply the advection term in equation (1)
with the sign reversed so that the transformation u · ∇φ →
�u · ∇φ gives the adjoint of the advection term. This
transformation will hold for any advection scheme for non-
divergent flow that uses a flux form in which the flux into one
discrete model cell always equals minus the flux into the
adjacent cell. The advection schemes used in our numerical
experiments are of this class.

2.1.2. Adjoint of mixing equation. A similar analysis to that
in section 2.1.1 can be applied to the mixing term ∇ · κ∇φ in
equation (1). In a simple 1-D form, with a constant value for
the elements of κ, the mixing equation can be written

φnþ1
i ¼ φn

i þ
κΔt

Δx2
ðφiþ1 þ φi−1−2φiÞ: ð13Þ

This leads to an adjoint Jacobian operator tLn and tangent
linear operator Ln that are identical such that

Ln¼ tLn ¼ κΔt

Δx2

. .
. . .

. . .
.

0 … …

0 1 −2 1 0 …

… 0 1 −2 1 0

… … 0 . .
. . .

. . .
.

2
66664

3
77775þ I: ð14Þ



248 SPREADING OF BUOYANT PLUMES
This relation holds for the mixing schemes used in the nu-
merical experiments we describe, so that the adjoint form for
our mixing term is simply the mixing term applied to our
adjoint variables.

3. FORWARD MODEL SETUP AND RESULTS

The simulations described here were performed using the
Massachusetts Institute of Technology General Circulation
Model (MITgcm) on a subdomain of a cubed sphere grid.
The MITgcm is a configurable general circulation model
developed at Massachusetts Institute of Technology [see
e.g., Marshall et al., 1997; Marotzke et al., 1999; Adcroft et
al., 2004] and, in collaboration with NASA-JPL, was used to
generate the ECCO2 global ocean synthesis [Menemenlis
et al., 2008].
The ECCO2 global synthesis uses a Cubed Sphere 510

(CS510) resolution grid (nominally about 20 km resolution),
has 50 vertical levels (with 20 levels in the top 300 m), and
provides observationally constrained currents, temperature,
and salinity as well as wind, heat, and precipitation at the
surface for the years 1992 through 2007. Figure 1a shows a
snapshot of ECCO2 current speed. The 3 day averaged
ECCO2 dynamical variables are interpolated in time to 20 min
and space to drive a regional subdomain with Cubed-Sphere
2040 (CS2040) resolution (nominally about 5 km resolution)
using the MITgcm’s Relaxing Boundary Condition Scheme
(RBCS) package (see Section 6.3.2 of MITgcm Group
[2011]). The regional CS2040 subdomain, which has the
same vertical resolution as the ECCO2 synthesis, is from
100°W to 57°W and 14°N to 43°N, covering the Gulf of
Mexico and western North Atlantic, as shown in Figure 1b.
Note that the bathymetry in the CS2040 regional subdomain
is the same as in ECCO2. A description of the numerics can
be found in Appendix C of the work of Tulloch et al. [2011].
Both the CS510 and CS2040 model setups have 50 vertical
levels with a near surface grid spacing of 10 m.
Figure 1. (a) A snapshot of current speed (m s�1) from the EC
resolution about 20 km). (b) A snapshot of current speed on th
grid (nominal resolution 5 km).
A 16 member ensemble was created from each of the years
in the ECCO2 synthesis. (Note that in the calculations pre-
sented here, the “spinup” years 1992 and 1993, as well as
2007, which only runs until 31 December, have been ne-
glected.) From 20 April to 15 July of each year (i.e., each
ensemble member), floats and a buoyant passive dye tracer
were injected at the site of the Deepwater Horizon drilling
platform at a rate of 1 float per hour (2088 floats total) and 1
unit of dye per hour. These floats and dye are passively
advected until the following 20 April, when they are removed.
Note that subsurface plumes are not modeled here and that the
floats and buoyant passive tracer are a greatly simplified model
of a real oil slick at the surface. Real oil slicks are subject to,
for example, environmental and biological degradation, chem-
ical dispersal, clumping, and mixing in the water column.
Spreading statistics are computed for both the Eulerian dye,

to validate the model setup against previous results, and the
Lagrangian floats, to compare Lagrangian formulation with the
Eulerian spreading of the dye and confirm that the numerical
diffusion κ in equation (1) is negligible on time scales of a few
months. Figure 2 shows an example of spreading of dye and
floats in 1995. The floats are marked by red dots, and dye
concentration is normalized by the current maximum. The
colormap is cutoff at 0.5, and values less than 0.01 times the
current maximum are white. Figures 2a and 2b are during
the tracer release, and Figure 2c is shortly after the end of the
release, so the maximum tracer concentration is near theDeep-
water Horizon site. Figure 2d shows the tracer about a month
and a half after the release ended. The floats track the spread of
the tracer in the early stages, and the concentration of floats in
Figure 2d appears to closely match the tracer concentration.
Rather than binning floats and tracer concentration for a

direct comparison between float density and tracer concen-
tration, two spreading metrics defined in the work ofMaltrud
et al. [2010] were computed using the floats for one and the
tracer for the other. The first metric is the fraction of floats that
exited the Gulf of Mexico at 81°W, motivated by the large
CO2 global synthesis, which is on a CS510 grid (nominal
e subdomain used for the model here, which is on a CS2040



Figure 2. Snapshots of tracer (blue/green/yellow colormap) and floats (red dots) released on 20 April 1995. At each time,
the tracer is normalized by its maximum, and the colormap is white for values less than 0.01 times the current maximum.
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fraction of the tracer and floats that entered the Florida Straits
shortly after the release (Figure 2d). The location of the
Deepwater Horizon platform makes this metric quite sensi-
tive to the state of the Loop Current. If an eddy has recently
broken off of the Loop Current, then most of the floats will be
carried slowly westward in the eddy. However, if the Loop
Current is intact, then a significant fraction of the floats can be
carried into the North Atlantic within a few weeks.
Figure 3b shows the fraction of floats east of 81°W. Gray

lines indicate each of the ensemble years, and the thick black
Figure 3. (left) Float fraction beyond a particular radius (on d
Gray lines indicate individual years and the thick black line is
line is the ensemble mean. In some years, 40% of the floats
have left the Gulf of Mexico by day 100, while in other years,
barely any float has exited by 100 days. The ensemble mean
is comparable to Figure 3 of the work of Maltrud et al.
[2010], which shows tracer first exiting the Gulf of Mexico
after 1 month, and about 45% of the ensemble mean dye
exited after 6 months. Figure 3a shows the fraction of floats
beyond a given radius after 40 days, which indicates that
about half of the floats are likely to spread beyond 200 km
from the Deepwater Horizon site after 40 days.
ay 40), (right) fraction of floats east of the Florida Straits.
the ensemble mean.
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3.1. Relative Exposure

The second spreading metric defined in the work of Mal-
trud et al. [2010] is the “relative exposure” δ, which is the
ratio of the amount of tracer seen by a water column divided
by the total amount of tracer injected at the source (in Mal-
trud et al. [2010], the relative exposure was called the “di-
lution factor”). That is, δ(x,y,τ) is defined as

δðx; y; τÞ≡∑
τ
t¼0Cðx; y; tÞdV ðx; yÞ

∑τ
t¼0SðtÞ

; ð15Þ

the amount of tracer from 20 April to τ days later, where C(x,
y, t ,τ) is the tracer concentration, dV the volume of the grid
cell at (x,y), and S(t) is the amount injected at the source at
time t. Note that there is an implicit summation over volume
in equation (15). Also note that the relative exposure is not an
instantaneous measure of relative tracer concentration, which
Figure 4. (left) Ensemble mean arrival times of “relative ex
reaching a relative exposure of 0.01 after 190 days. (a) and (b
into 20 km bins, and (e) and (f) are at 20 km resolution.
is significantly smaller away from the spill site. Tracer that
passes through a grid cell or bin is summed and remembered
for all future times.
Figure 4a shows the ensemble mean arrival times (in

days), of tracer to a relative exposure of 0.01, with mean
arrival times longer than 198 days shaded white. Arrival
times were computed for each ensemble member gridpoint
by summing all the days, starting at 20 April of the ensemble
member’s year, that δ < 0.01, up to a maximum of 350 days.
Since δ depends on the volume of the grid cells, binning is
necessary to compare different models and grid resolutions.
Figure 4c shows the ensemble mean arrival times to 0.01
relative exposure when four adjacent grid cells are binned as
one 20 km wide bin. The relative exposure depends on bin
size because the amount of tracer in a given water column
increases while the total amount of injected tracer is fixed, so
the pattern of spreading is more relevant than the magnitude
of the relative exposure. The pattern in Figure 4c is similar to
posure” in days and (right) fraction of ensemble members
) are at 5 km resolution, (c) and (d) 5 km resolution binned



Figure 6. Year-by-year comparison of spreading metrics between
CS510 ensemble (gray lines) and CS2040 ensemble (black lines).
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Figure 1 in the work of Maltrud et al. [2010], despite their
grid resolution being only 10 km. The spill is expected to
mostly travel east from the Deepwater Horizon site, which is
perhaps not surprising considering the direction of the time
mean Loop Current.
Figures 4b and 4d show the fraction of ensemble members

that have reached a relative exposure of at least 0.01 within
190 days, which is comparable to Figure 2 of the work of
Maltrud et al. [2010]. About 10%–20% of the ensemble
members spread a fraction of the dye west toward Texas,
hinting at the capacity of westward propagating eddies shed
from the Loop Current to inhibit the tracer from entering the
Loop Current. Analysis by Liu et al. [this volume(a)] indi-
cates that multiple eddy detachments and re-attachments
occurred in 2010, inhibiting oil from reaching Florida.

3.2. Sensitivity to Resolution

In this section, the ensemble of float and tracer release
experiments is repeated at the original CS510 (20 km) reso-
lution of ECCO2 and compared with the CS2040 (5 km
resolution) experiments. The relative exposure metrics for
the CS510 simulations are plotted in Figures 4e and f and
show that at least in the ensemble mean, these metrics are
fairly insensitive to model resolution.
Figure 5 shows the same float metrics as Figure 3 but for the

CS510 ensemble. Again, the ensemble means (thick black
line) are quite similar between the two resolutions. However,
the interannual variability in the CS510 ensemble is much
larger than in the CS2040 ensemble, indicating an all-or-
nothing stirring depending on the state of the Loop Current.
Figure 6 shows a year-by-year comparison between the high-
resolution and low-resolution ensembles. Floats exiting the
Gulf of Mexico via the Florida Straits after 100 days (top) in
Figure 5. (left) Float fraction beyond a particular radius (on da
CS510 resolution ensemble. Gray lines indicate individual ye
the low-resolution ensemble are apparently uncorrelated with
the high-resolution ensemble up to the year 2000. Similarly
in the local spreading metrics (middle and bottom panels), the
low-resolution ensemble shows significantly higher interan-
nual variability, with 1997 and 1998 having all of the floats
outside 100 km at 20 days and 200 km at 40 days, while in
2002, none of the floats reached those radii. The fraction of
floats outside 100 km at day 20 is not well correlated with the
fraction east of 81°W in the CS510 ensemble, so despite its
ensemble mean statistics appearing quite similar to the
y 40), (right) fraction of floats east of the Florida Straits for
ars, and the thick black line is the ensemble mean.



Figure 7. (left) Tracer distribution for late August 2005 and (right) 1 month later, for (top) high-resolution winds and
(bottom) low-resolution winds. Wind speed is contoured in 1 m s�1 intervals in white.
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CS2040 ensemble mean statistics, the CS510 resolution ap-
pears insufficient to adequately capture interannual variability.
Figure 7 shows the effect, or lack thereof, of high-resolution

hurricane winds (top row) versus the low-resolution ECCO2
winds (bottom row) on tracer concentration before and after
Hurricane Katrina in 2005. Note that wind contours (black
lines) are equally spaced by 1 m s�1. The high-resolution wind
fields are provided on a 3 hourly and 6 km resolution grid
from NOAA’s H*WIND product (available at http://www.
aoml.noaa.gov/hrd/data_sub/wind.html) and are nested with-
in the 125 km resolution ECCO2 winds when and where they
are available. The ECCO2 winds contain a weakened, low-
resolution version of Hurricane Katrina. These low-resolution
winds appear to break up the tracer into finer scale structures as
it passes (from the left panels to the right panels). Fine scale
winds (top) appear, however, to have little lasting impact on the
tracer distribution, for example, 1 month later in Figure 7.

4. BACKWARD INTEGRATION: ADJOINT
SENSITIVITY EXPERIMENT

Applying the approach outlined in section 2 to the forward
model configuration examined in section 3 allows to ask the
question, What is the vulnerability of any region of coastline
to an offshore buoyant plume source? For each region, a cost
function J is defined as in equation (2). An adjoint integra-
tion that runs from t = tEND to t = tSTART is then performed
using saved flow fields u(x, y, z, t). As explained in section 2,
the adjoint integration proceeds much like the forward simu-
lations described in section 3 except that the sign of the flow
field is reversed and the discrete model executes with time
reversed, becoming

∂φ̃
∂ð−tÞ ¼ u⋅∇φ̃ þ ∇⋅κ∇φ̃ þ Sφ ð16Þ

with initial conditions φ̃ ¼ ∂J
∂φ

� �
, where J is as defined in

equation (2). The variable φ̃ is the adjoint model counterpart
of φ in equation (1). Its discrete numeric values φ̃ðx; y; z; tÞ
in a model give the sensitivity of the cost function J to
perturbations in φ in equation (1) as a function of location
(x,y,z) and time t.

4.1. Regional Cost Function Sensitivities

To illustrate the adjoint approach, we defined cost functions
corresponding to three locations on the eastern coast of North
America. The JNC cost function is defined adjacent to Cape
Hatteras on the North Carolina section of the east coast, JFL is
a line across the Florida Straits, and JLA corresponds to the
Mississippi Delta region. Note that these coastlines serve as
illustrative examples of our approach. In practice, coastline
cost functions would likely be defined according to exposure
levels. Figure 8 shows the buoyant source sensitivities for
each cost function region, JNC, JLA, and JFL at 1, 30, and 180



Figure 8. Adjoint sensitivity: (left to right) the ensemble mean fraction of tracer sensitivity at the “coastline” at �1, �30,
and �180 days, for (top to bottom) coastal regions Louisiana, Cape Hatteras, and the Florida Straits.
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days earlier. These sensitivity maps are ensemble averages of
of the quantity φ̃ from equation (16). The ensembles used
correspond to the flow fields used in the forward experiments
described in section 3. In each case, the initial value of φ̃ is set
to be zero everywhere except for the cost function region
defined by that regions Ω. The simulation is then integrated
from 180 days after April backward in time until April. The
plots in Figure 8 show snapshots of φ̃ at times of 1, 30, and
180 days prior to the simulation start time. This is shown for
each regionally defined Ω and illustrates the envelopes of
vulnerability each different Ω region implies.
Louisiana coast cost function. The top row in Figure

8 shows an Ω defined for the Louisiana coast region of the
Gulf of Mexico. The plot of φ̃ for τ = �1 day shows the
extent of the region over which J is integrated. As time
progresses backward to τ = �30 days, significant sensitivity
spreads away from the coast. The color scale is linear with a
range 0 to 1 with values below 0.01 shaded white. A value of
1 corresponds to 100% of a source in the area impacting the
cost function region; a value of 0.01 corresponds to locations
where 1% of the source in that region would impact the
cost function region. The figure shows that a source lasting
180 days there is sensitive to most of the active drilling sites
to the east of Louisiana and a region that extends well out
into the deep waters in the Gulf. However, the sensitivity
map also shows that sites to the west of the Louisiana coast
are less likely to impact the coast than regions to the east.
North Carolina coast function. The middle row of Figure

8 shows results for Ω corresponding to the North Carolina
Cape Hatteras region. This is roughly the region where the
Gulf Stream separates (see Figure 1). The sensitivities do not,
however, show a strong signature of propagation back along
the Gulf Stream path. Instead, somewhat surprisingly, the
sensitivities in the model flows examined are confined to the
immediate coast, whereas the Gulf Stream separates several
tens of kilometers off shore. Instead, the model shows sensi-
tivities propagating both northeast and southwest along the
coast, highlighting the along-coast currents in the model in
this region. The plots show that this region has quite exten-
sive potential sensitivity to coastal locations all along the
Atlantic east coast from as far south as Georgia to as far north
as Maryland, reflecting along-coast drift that varies strongly
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with winds over the 180 days for which the sensitivities are
computed. This illustrates how the adjoint model can be used
to measure the impacts of a specific flow field.
Florida Straits cost function. The lower row shows sensi-

tivity pathways for the Florida Straits. It shows the clear
impact of the boundary current, with no sensitivity down-
stream in the strong Gulf Stream and extensive sensitivities
upstream around the path that the Loop Current takes
through the Gulf of Mexico. In a 180 day period, the sensi-
tivities extend all the way back to the Caribbean Sea and also
along the west coast of Florida.

5. CONCLUSIONS AND SUMMARY

We have examined an ensemble of ocean circulation pat-
terns for the Gulf of Mexico and U.S. southeastern region,
studying how the circulation transports a buoyant surface
plume. The ensemble is taken from a time series of circula-
tion estimates from an observationally constrained state es-
timate for the years 1992–2007, providing 15 different flow
fields that can be used as representative of possible flows.
Using these flow fields, we have calculated the transport of a
buoyant plume injected at the Deepwater Horizon site. The
transport of the plume is consistent with other studies.
Having established the flow field fidelity, we then examine

adjoint computations that illustrate a proactive approach to
understanding the vulnerability of any location to a spill
event. Using this approach, we show that areas of most
concern for the east coast of the United States do not include
theDeepwater Horizon site. Indeed, consistent with observa-
tions, there is little evidence in either our forward or our
adjoint studies that significant volumes of oil would reach
the U.S. east coast from a spill at the Deepwater Horizon
location. However, the simulations do suggest that the Cape
Hatteras region would be strongly affected by a spill well to
the north, as well as a spill to the south. The results we
computed also suggest that the Florida Strait is much more
vulnerable to pollution entering around the Florida west coast
areas than it is to a spill such as the Deepwater Horizon.
These calculations demonstrate a future strategy in which

high-resolution, historical, state estimates can be used by any
location wishing to understand its vulnerability and plan
accordingly. The appeal of this approach is that useful calcu-
lations can be undertaken prior to any spill incident. The
results could, in principle, be computed for discrete locations
all along the coast of North America using state-of-the-art
circulation state estimates. This would furnish planners and
responders with material with which to anticipate levels of
risk in advance of any incident.
Illustrated by theses computations is an unanticipated role

for multidecadal ocean state estimates derived for climate
monitoring. These estimates provide the starting point for the
highlighted adjoint computations and suggest another reason
to sustain investments in maintaining and improving such
estimates. Without accurate historical state estimates, the
adjoint approaches we have described cannot be developed.
In this project, we have used a global estimate, as it is
broadly applicable and widely available. More detailed stud-
ies could be envisioned in which regional estimates are used
which are more strongly constrained for a target region.
Similarly, we have illustrated the power of this approach
looking only at a single time window, running backward to
April 2010. A comprehensive risk assessment for a specific
location would obviously look at other time windows with as
accurate a model as possible and over as long a time history
as possible. This would yield the most accurate assessment
of risk statistics at a location for a spill that might occur at an
unknown time and location.
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