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Abstract

New geoid height estimates, available from the Gravity Regpand Climate Experiment
(GRACE) spacecratft, are critically assessed with respdbigirimpact on oceanic state estima-
tion, and the implications of a hypothetical, far more aateirgeoid are explored. Circulation
estimates were obtained over the period 1992-2002 by contpmost of the available ocean
data sets with a global general circulation model ort éhbrizontal grid. The GRACE-based
(GGMO01s) estimate of the ocean circulation is then comptorélat from a previous estimate
using the EGM96 geoid model. When combined with altimetatad the use of the GRACE
geoid leads to fields that are more consistent with a temyreraind salinity climatology, and
the optimization thereby requires smaller adjustmentseanitial model conditions, as com-
pared to the EGM96-based solution. The result supportsjdes not prove, the inference of
greater geoid skill. Oceanographic implications of thenges are comparatively modest—

consistent with earlier studies focussed on the time-m@andlone. To both understand the

extent to which the modest shifts are a consequence of aullyrebnverged optimization and
to understand the impact of a very much more accurate gepiddditional experiment was
performed in which the geoid error was artificially greatyguced. Adjustments occur then in
all aspects of the ocean circulation, including changeksemteridional overturning circulation
and the corresponding meridional heat transport in thenfidaof about 10% of their mean
values. The result shows that the oceanographic implicatiwe quantitatively important, but
will be very difficult to be tested by independent means. [Cham not quite convinced by
this statement. Maybe it holds in the ocean, but we have drhatore that we need OAM or
other integral measures (maybe orbit computations) totastesults. We should reiterate this
here in the paper.] The error budget of existing time dynawwpography estimates may now

be dominated by residual errors in altimetric correctiomd these need to be better understood
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before even present geoid estimates can be fully used im@tedies.
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1 Introduction

Global state estimation (data assimilation) is becomingarnoutine method for producing
dynamically and statistically self-consistent synthesemodels and oceanic dat&tammer

et al, 2002a, 2003, 2004K06hl et al, 2005; Wunsch and Heimbach, 2005). As practiced by
these authors, the methodology is a form of constrained-tepgres based upon Lagrange
multipliers. One of the essential ingredients in carrying such calculations, as in any least-
squares method aiming at a minimum variance estimate, isaatigative description of the
error structure of the data being used. Solutions that amedocloser to observations than is
warranted are modeling noise; solutions not close enoudghet@mbservations are discarding
useful information. Each of the data types used in such talons has to be examined in
detail. A by-product usually is a better understanding efrtfeasurement system itself, and the
result can be employed to better interpret the data, evespemtient of a general circulation

model.

Here, we examine the altimetric and geoid components of tite gstimates as used in
the work of the ECCO (Estimating the Circulation and Climatehe OceanStammer et al.
2002b) Consortium, and its German partner (GECCO). Ourifspgoals here are three-fold:
to understand the changes in the estimates of the oceatatiocuimposed by more accurate
GRACE geoid fields—measured relative to the previous betsthate EGM96 geoid.emoine
et al, 1997); more immediately, to determine the appropriategtsi (error variances) that
should be used in the state estimates; and to understandtértipl impact of improvements
in geoid estimates beyond what is possible today. The apprtzken is to compare the op-
timization results from using the different geoids alondhwall of the other data going into
the ECCO/GECCO estimates. The paper is an extension of sopsegne Kohl et al.,2005,
referred to as KEAOS hereafter), in which a first ECCO synthes a global 1 geographical

grid for the period 1992 through 2002 was described whichena® of the first geoid esti-
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mate derived from the Gravity Recovery and Climate Expeninf&RACE; see Tapley et al.,
200x). Wunsch and Heimbach (2005) carried that estimategial through 2004Wunsch and
Stamme(2003) discussed the potential of ocean state estimatesasstency tests.

This note can also be understood as an attempt to extenditmgxanalyses of the impact
of improved geoid estimates on the problem of determiniegitean circulation (Ganachaud et
al., 1997; Legrand, et al., 1998; Rio and Hernandez, 200dngrothers). These earlier papers
focussed, from practical necessity, on the nominally steddte ocean circulation. Here we
extend the discussion to a fully time-dependent system. ihb&/seen, we have progressed to
the point where lack of understanding of data errors selyonkibits the possibility of making

improved estimates of elements of the ocean circulation.

2 Uncertainties in Dynamic dynamic topography Fields

ECCO state estimate efforts are constrained by, among ey data types, the time-mean
altimetric dynamic topography, and which is obtained aglifference between mean altimetric
observations of the sea surface height (above a referelifgsoed) minus a geoid height model
and itsa priori error estimate. Accordingly, the error covariance for tindasce dynamic topog-
raphy has to take into account errors in both the geoid arfteialtimetric observations. Geoid
height errors (which include commission and ommissionreratike) have been previously dis-
cussed by various authors. In the past, geoid errors wersdemed to be the dominant ones.
However, with decreasing geoid height errors, the remginicertainties in the time-mean and
time-varying altimetric data begin to loom large.

Altimetric errors are often conveniently separated intosth of the time-mean, and of the
temporal anomalies. Unfortunately, the separation is naiesolute one, as the mean continues
to be estimated over ever-increasing time intervals ancetieeno known frequency below

which the time-variations in the errors vanish. Chelton et2001) summarize estimates of the
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time-mean and total errors as of that time. An updated dsson®of the time-variable errors is
provided by Ponte and Wunsch (2005) [Is this now the finaldistuthors?]. We review these
results only briefly because of our focus on the geoid errorgment.

Available altimeter data are currently provided by morentla different altimetric mis-
sions including TOPEX/POSEIDON, ERS-1 and -2, ENVISAT, G&@l For many applica-
tions, Jason-1. TOPEX/POSEIDON and Jason-1 are the pridagysets, with the instruments
having somewhat different designs. Engineering desigdiestuhad suggested that the point-

errors in both instruments should be 2-3 cm RMS. Note thatibststuments with independent

white noise errors of 3cm each, should display an RMS whiteendifference ofy/2 (3)* =

4.2cm. TOPEX/POSEIDON and Jason were kept in essentiallyickdrarbits and locations for
200 days in 2001. The time-mean TOPEX/POSEIDON-Jasorré€iftees over this interval are
shown in Fig.?7a (from the NASA Physical Oceanography—Data Archive CefREDAAC) Fig.??
data released on 1 February 2004). A considerable spatialste is visible in the time-mean
differences, reiterating however, that 200 days cannoef@arded as accurately representative
of the long-term time average. The difference of the anasal\n = 1, — n; for a single
10-day period is shown in Fig??b. The figure displays a similar highly structured field as
visible in Fig. ??a, suggesting that not only the time-mean dynamic topographorrupted
by geographically correlated error signal, but also in eE@lray repeat cycle. More extended
discussions of the time-mean errors, insofar as they haga Hdetermined, can be found in
Beckley et al. (2004), Dorandeu et al. (2004) and Chambes&d. €€2004). In addition, a
number of regional studies exist.

Table 11 of Chelton et al. (2001) summarizes their globahedes of the RMS altimetric
errors as about 4cm, but all published results suggestgtegional variations in this value,

perhaps reaching over 10cm in the Southern Ocean. A deérdiscussion is impossible at
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the present time, and this background altimetric error rbagborne in mind in the following
discussion of the geoid component.

[To be mentioned: Bosch, (2005)]

3 Methodology

A general circulation model (GCM) is fit by constrained lesgtiares to a very large data set.
Lagrange multipliers are used and the fit is an iterative sae\/unsch 1996, for details). The
underlying model, data, and methodology are describe8taynmer et al.(2002, 2003) and
by KEAO5who provide further details on the specific model set up and skets used heréu

et al. (2002) described the input data sets and their prior urioéda. In brief, the ECCO-
GCM is based on the MIT GCM described Bycroft et al.(2002), coupled to a surface mixed
layer model Large et al, 1994), and using the eddy-parameterization schen@eoit and
McWilliams(1990). In the present use, horizontal model resolution isver+ 80° in latitude
with 23 levels in the vertical, and the estimation periochis 11-years1992-2002.

A schematic of the data constraints is displayed in Fig. 1.ndBaints include several Fig. 1
satellite data sets (altimetry from TOPEX/POSEIDON, ER&\il -2, scatterometer data and
Reynolds and microwave SST fields), time-mean surfacesdnétlocities, in-situ hydrographic
temperature and salinity profiles, as well as hydrograpditians. In a first calculation (called
optimization-) the difference TP-EGM96 was used to impose constrainthemitne-average
absolute circulation (sdedhl et al, 2002). A diagonal covariance matrix was used with values
taken from the diagonal of the EGM96 error covariance makixestimate of the resulting 11-
year time-mean dynamic topography field is displayed in E&y.Fig. 2b shows the associated Fig. 2
residuals relative to the imposed mean dynamic topograptihyeacombined missions (data are
all TOPEX/POSEIDON) in the model referred to EGM96. Values @f the order oft 20 cm

and reacht-50 cm near steep topography. Obvious inconsistencies hatlptescribed geoid
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errors are apparent (compdre et al, 2002) and our goal here is to understand those residuals

in terms of model and data errors alike.

4 QOptimization-2

Because the first optimization revealed large residuadgivel to the prior dynamic topography
estimate, a second calculatiamp{imization-3 was performed in which all constraints remain
the same except that the time-mean TOPEX/POSEIDON dynapagtaphy field minus the
U. of Texas GRACE geoid model (GGMO01s; skpley et al.2004) is imposed over the entire
11-year period. We are now basically investigate the qoesiDoes the near-optimized model
fit better to the time-mean altimetry based on GRACE than ésdim EGM96 assuming the
GRACE-Project error estimates are approximately correct?

As an error for the imposed dynamic topography, a geografifianiform value of 4.5cm
employed along the covariance matrix diagonal—a smallelevidnan for EGM96—as advised
by the GRACE project. This error can be understood as beingposed of roughly 2cm RMS
GRACE error plus 2.5 cm RMS mean T/P time-mean error (ther&tvery optimistic, espe-
cially over the Southern Ocean as discussed above, but loalgum of the errors effects the
results).Optimization-2was run in parallel to the last six iterationsaytimization-1 and was
extended through 2002 as well. Neither solution is fully\aged, but large scale features
appear to be relatively insensitive to the continuing sloyliovements.

Figs. 3a, b show the contributions to the objective (or maficost) function that remain Fig. 3
from the various data sets. Each column was normalized bgdiresponding number of data
points used and divided by the estimated error variancesdare-root is taken for plotting.
Ideally, the results are values whose squares have a meareafra are distributed in g2

distribution.

Figures 3c shows the changes in the RMS model-data misfaptohization-2minus the
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results fromoptimization-1 i.e., negative numbers in the figure indicate the improvesmef

the optimization imposed through the use of the GRACE geeidht. Apparently:

1. Replacing the EGM-96 geoid model by the GRACE one, andaieduihe squared error
of the dynamic topography tot.5cm)? while leaving all other optimization parameters
unchanged, produces a new solution significantly closenhéaritial conditions of the
Levitus et al.(1994) climatological temperaturd’{ and salinity ©) fields. Although,
this improvement could be a coincidence, it can be integgras supporting the inference

that the GRACE geoid is oceanographically more accurate.

2. A reduction in the vertical velocity drift duringptimization-2indicates that the initial
conditions fromoptimization-2are closer to being dynamically balanced than was the
case inoptimization-1 At the same time, misfits between the monthly-mean clinogtol
ical hydrographic fields fronoptimization-2and climatological fields are smaller, as are
most of the misfits to temperature profile data sets, such 8&XBRGO and CTD data.

As with (1), the result is consistent with the new geoid beingmprovement.

The time-mean misfit of the dynamic topography, howevenegases with the use of the
GRACE geoid. This increase is apparently primarily due ®réduced error imputed to the
new geoid (that is, because the misfit terms are divided byadlermumber). Nonetheless, the
absolute (unweighted) misfit decreases as shown in Fig. Heselresiduals are much smaller Fig. 4
than those found fronoptimization-1(compare Fig. 2b), implying that the GRACE geoid is
closer to dynamical consistency with the GCM and other dza is EGM96. The dynamic
topography misfit iroptimization-2shows residuals of the order #fLOcm and reaches40cm
on relatively short spatial scales near steep topograppeatally over the Southern Ocean.
The implication is that the 4.5cm RMS error remains unréabfly optimistic in those regions

and that a full error covariance budget for the dynamic selasel height is required—one that
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would have strong spatial variability. Current optimipatiweights are based upon calculations
similar to that in Fig. 4 with strongly varying misfits permeidl.

Fig. 4b, showing the differences in the estimated time-nuaramic topography obtained
from optimization-2minus that ofoptimization-1 illustrates that adjustments in dynamic to-
pography forced iroptimization-2relative to those iroptimization-lare small. Large-scale
changes are typically only of the order of 1cm or less, angedrom optimization changes in
temperature and salinity (not shown) of the ordeedP and 0.1 respectively, depending on
the depth, bringing the second optimization closer to tta@rdgraphic climatology. Maximum
differences of+5cm are reached only in two regions—in the Antarctic Circotap Current

south of New Zealand and in the North Atlantic.

5 Optimization-3: Impact of a Hypothetical Accurate Geoid

The question arises as to whether the comparatively modesiges in the circulation owing
to the use of the new geoid arise because the informatiorebint the geoid relative to other
data is comparatively low (e.g., Ganachaud et al., 1997rdrebet al., 1998), or whether it is
simply the failure to bring the system to the asymptotidyfaptimized, state. One would espe-
cially like to know whether a hypothetically far more acdergeoid would also make a major
difference in estimating the ocean circulation. In an afieto distinguish these possibilities,
optimization-2vas continued agptimization-3with the geoid height error kept fixed, but with
the weights of all remaining misfit terms reduced signifibata force the solution closer to the
GRACE geoid estimate (in least-squares only the relatirer&matter).

To this end we atrtificially force the model to the time-meanaiwyic topography by increas-
ing the relative errors on the non-geoid misfit terms by adfact 12 during 10 further iterations,
and then by a factor of 50 during a final 9 iterations. This mpation essentially addresses

the question raised by Ganachaud et al. (1997) of the exdemhich amuchimproved geoid
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estimate would carry information about the ocean circatatiot already contained in other
data and in the model physics themselves. Resulting coiitifis to the objective function
are displayed in Figures 3b (to compare this with the coutidims of optimization-2we use
the error weights of optimzation-2 in both). Figure 3d shalanges in the RMS misfits of
optimization-3minus the results froroptimization-1

Complex shifts take place in the absolute misfits of the ramgidata. For example, there
is improvement and degradation of temperature and salmisfits averaging nearly to zero,
except that the misfits to all vertical profile data decreasmhsurface salinity misfits are im-
proved, but the deep salinity misfits degrade. These chamgsfds are difficult to interpet, as
they depend upon the detailed nature of the real errors iGR®CE geoid as well as inaccu-
racies in the remaining data types. Their significance isfold: their orders of magnitude and
spatial structure show what can be interpreted as a scdlsanaf the impact of a better geoid,
and they show how difficult it will be to confirm by independenéans their oceanographic
implications. We discuss separately changes implied byntipesed geoid in the control terms

and in the ocean state itself.

5.1 Changes in Control Terms

Changes in the estimated circulation and integral trangjpaoantities shown below between

optimization-3minus optimization-lare enforced by changes in the control terms of the op-

timizations. Corrections to initial conditions for tempture and salinity are significantly in-
creased iroptimization-3 The increase is mainly noticeable in the abbysal Antakircum-

polar Current (ACC) region. Fig. 5 shows a section along BlOof the changes in temperature
(top) and salinity (bottom). Most noticeable are changesatly adjacent to strong topographi-
cal slopes which indicate that interaction with bottom tggaphy is the main agent bringing the

model into consistency with the new mean dynamic topogrdighy. The remaining control

Fig. 5
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parameters are the time-varying surface forcing fields tiaat and freshwater fluxes and wind
stress. Fig. 6 shows the time-mean changes in surface dpfiellds betweerptimization-3 Fig. 6
andoptimization-1 Peak changes in estimated heat flux, freshwater flux and stieds are 14
W/m?, 0.03 m/yr and 0.005 Ny respectively. All changes are oceanographically impripta

and it is important to be aware that carrying the optimizafiarther would likely lead to even
larger changes.

For net heat and freshwater fluxes, roughly the same pattenesge. Altough changes in
heating and freshwater fluxes tend to oppose each other nhetingty field, heat flux changes
dominate by an order of magnitude. The largest adjustmects @long major current systems,
including the Kuroshio, Gulf Stream and ACC. We note thatdsgmated changes of the zonal
wind stress relative to the NCEP first guess are in part er@maents in the changes made pre-
viously in optimization-1, with some new elements (espécia the Indian and Pacific Ocean).
The main conclusion drawn here is that a high accuracy geoiwddyprovide information about
oceanic surface boundary conditions, although we recaildbe to the specifics of the set-up of
this experiment, the particular shifts found here have gnitance beyond their existence and
magnitude. In essence, they illustrate the impact on tharoceculation estimate that could be

expected from better geoid and dynamic topography fields.

5.2 Circulation Changes

Changes in the estimated circulation are forced by thereéifiees in the estimated mean dy-
namic topography. As with the control terms, the main infation lies with the estimates of the
magnitudes of the inferred changes, rather than with thigedgaecifics—which again, depend
on elements of the geoid believed to be largely erroneous. Fishows the dynamic topog- Fig. 7
raphy residual before and afteptimization-3relative to the TOPEX/POSEIDON-GGMO02C

geoid model. Differences diminish from the order of 10 cntypjcally, a few cm.
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Although larger-scale gyre structures are adjusted, wassdemain on small spatial scales
and along boundaries, as expected given the absence ofdbales in the geoid height. Dif-
ferences also persist throughout the ACC, whereas theskeaifgebackground of the dynamic
topography model-data difference is removed and only tlagnabif positive anomalies of pos-
itive anomalies, though reduced, remain. Fig. 7 shows ti@kasing the relative weight of
the time-mean dynamic topography leads to a significantyged time-mean dynamic topog-
raphy estimate. The related change in the flow field is dematest in Fig. 8 which shows Fig. 8
the difference in the time mean dynamic topography estimgtweeroptimization-3minus
optimization-1 In contrast tooptimization-2 changes are now of the order6f10cm. Max-
imum amplitudes occur in the western tropical Pacific, thetiN®acific, the subtropical and
subpolar North Atlantic and along the ACC. In its lower patie¢ figure shows changes in the
barotropic steam function. Regionally, changes are of tdercof + 5 Sy, e.g., in the North
Atlantic. Drake Passage transports diminished by 4 SvhEudetails are provided in Table 1.
Changes in time-mean temperature and salinity from 200 nthdege shown in Fig. 9. Fig. 9
The lower panels of the figure show vertical sections thrabghAtlantic along 30W. T"andS
changes are greatest near the surface, but that they alsdeing® vertical extent in the subpolar
gyre. Differences in the flow field are illustrated in Fig. X thanges in the zonal velocity Fig. 10
component along sections along 1&and 30 W. Shifts in the zonal velocity field show a clear
vertical coherence and are quite pronounced in the ACC atiteisubpolar North Atlantic (of
order 3cm/s). The same figure shows changes in the horiagitadity field between 200 and
2000m depth of the North Atlantic. Maximum changes are ofdttker of 3cm/s and 1cm/s in
amplitude. The velocity pattern indicates a northwardtstfithe Gulf Stream and a weaker
slope water flow iroptimization-3near the surface.
All these changes have measurable consequences for tremspg., changes imposed by

the new geoid are potentially measurable in a reduced desemeooundary current (Fig. 10),
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a weaker MOC in the upper North Atlantic Deep Water branchofatimization-3relative to
optimization-1(by about 2 Sv; or about 10% of the mean value) (Fig. 1l1la). Wewedhe Fig. 11
deep cell (below 2000m) is enhanced in the North Atlanticédecteased in the South Atlantic.
Establishing field programs to demonstrate their realitylmot, however, be cheap or easy.

In the lower panel, Fig. 11 shows the changes in the time-ngéalmal meridional heat
transport. Again changes are of the order of 10% of the looa mean value. Like MOC
changes, maximum heat transport changes occur in the soutemisphere, where increased
southward (poleward) heat transport by up to 0.05 PW can kerebd. Contributions from
each of the oceans are of the same order but compensate bachpantly.

The implications of this experiment are that if the accuratthe GRACE-based dynamic
surface topography were significantly better than now esttih that quantitatively improved
ocean circulation estimates would be obtained. If one sirmpsumed that the present GRACE
geoid estimate were much more accurate than its authoe/betine could not test the oceano-
graphic implications: there is no independent measure etiftulation differences implied.
However, remaining residuals near the boundaries and iA@t@ indicate, particularly, the

continued importance of the omission errors of the GRACHdjedhe missing short scales.

6 Discussion

Comparisons of the oceanographic implications of the EGM&8us GRACE geoids for esti-
mates of the ocean circulation, support the inference lee&GRACE geoid has a significantly
improved skill (as compared to EGM96) on spatial scales 6fl&@ and larger. The apparent
improvement has measurable, if weak, oceanographic amdtgiconsequences consistent with
the earlier inferences based upon steady-state assumpiiigmarticular, the GRACE geoid ap-
pears to be more consistent with temperature and salinmatblogies than is the older geoid,

although this improvement is not definitive, given issuasoeoning the climatology accuracies.
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The new geoid requires smaller adjustments to the initialehoonditions (from Levitus et al.,
1994). At present levels of accuracy, the GRACE geoid hesgtimates, while apparently an
improvement over EGM96, do not lead to qualitative shiftthie estimated ocean circulation.
The implications of a much improved geoid (beyond that nowilable from GRACE)

can be explored by driving the model arbitrarily close to ¢iesting geoid, as though it were
extremely accurate. Forcing such a fit produces structurdise inferred general circulation
which are significantly different from those estimated gsarealistic error estimate. There is
no oceanographic reason to reject these structures—tbeeycaanographically reasonable—
because there is no independent test of their reality. Wmisgdy have reached a stage with
combined altimetry/geodesy in which further geoid improeat could significantly improve
estimates of the ocean circulation. Whether such furtherarement relative to the errors of
the other data types is possible is unclear at the preseat tim

A critical issue remains the need to better discriminate/beh errors in the altimetric and

geoid estimates neither of which is well understood at thiel$eof accuracy now apparently
being achieved by ECCO-like estimation procedures. Thealteebere suggest that a spatially
uniform error in the existing GRACE geoid, as suggested leygioject, is qualitatively in-
correct in many locations. As discussed above, the manyeglesmof the altimetric error also
appear to have strong spatial variability and the separatidime-mean and time-varying er-

rors remains incomplete.
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Figure Captions

1. The upper part shows the data constraints imposed on tdelrdaringoptimization-1
The lines indicate times where data is available, mean pratblogical data is shown as
available throughout the whole period. The lower part sunmea the “control variables”

that were changed during the optimization.

2. Time-mean seasurface height (dynamic topography)estitts from the 11-yeaptimization-
2, relative to the EGM-96 geoid.émoine et al.1997?). (lower panel) Optimized dynamic
topography differences with respect to T/P-EGM96. Coniotarval is 10cm. This field
can be regarded as an ECCO-computed adjustment to the gemdder it consistent

with the model and other data.

3. top: Objective function contributions from individuahta sets for the optimized state
taken fromoptimization-Zleft) andoptimization-Jright). In the upper panel bars repre-
sent values for the optimized state after normalizatiom wie number of observations.
In a fully optimized, consistent result, the square-rodugaof all of these bars should
have magnitude one. In the lower panel the changes of eadiebaeen the GRACE and
the EGM96 optimizations are displayed. Negative valuegatd an improvement in the

guadratic model-data misfit for each variable

4. Changes to the initial conditions in temperature (top @) and salinity (bottom, on the

practical salinity scale) along 6CS.

5. Differences in the forcing corrections between optirticza3 and optimization-1. Shown
are the mean heat flux (Wintop left), mean freshwater flux (mm/yr,top right), and the
mean zonal (lower left) and meridional (lower right) windests in mN/m. [We should

adjust the colorbar and highlight the zero line. Is positivere or less heat/freshwater



10.

11.
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into the ocean?]]

Differences in the time-mean dynamic topography in crwbeh the field fronoptimization-
2 and the GRACE dynamic topography and betweptimization-2andoptimization-1

(lower).

Differences in the time-mean dynamic topography in crwbeh the field fronoptimization-
2 and the GRACE dynamic topography (upper) and betwegtmmization-3and the

GRACE dynamic topography (lower).

(top) Differences in the time-mean dynamic topographynm betweeroptimization-
3 and optimization-1 (bottom) Differences in the barotropic stream functiommen

optimization-3 and optimization-1 (Units are Sv). .

Differences in the time-mean temperature (left, @) and salinity (right, practical salin-
ity scale) between optimization-3 and optimization-1 il0@0depth (top row) and at 38

(bottom row).

Differences in the time-mean velocities between th@mpation-3 and optimization-1.
Zonal velocity differences at plotted in the top left and taht panels along 189V and
3(°E, respectively. Cl are XX cm/s. In the lower panels velodifferences are plotted as
they resultin 200m and 2000m depth (lower left and right p@neespectively. Reference

arrows show speeds of 2 cm/s and 0.5 cm/s.

Differences in (top) the global meridional overturnstgeam function (in Sv) and (bot-
tom) the global meridional heat transport (in PW) betweedmapation-3 and optimization-

1.
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