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[1] Both ocean process and prediction studies increasingly rely on state estimation
(i.e., data assimilation) to provide the most complete representation of how the ocean
circulates. This study applies the formalism and methodology of state estimation, recently
developed for the global, coarse-resolution problem, to eddy-permitting state
estimation in regional domains. Two major challenges exist for a state estimate that is
nested inside a global state estimate: (1) estimation of open-boundary conditions
consistent with information interior and exterior to the regional domain and (2) estimation
with the higher-resolution models of regional studies. Here a least squares cost function
defines the problem of minimizing the misfit between a North Atlantic regional
general circulation model and actual observations, including those of the
Subduction Experiment. A first experiment, using a novel ‘‘multiscale’’ method to
constrain the large-scale regional circulation, shows that the use of the adjoint of both an
eddy-permitting model and its coarse-resolution twin leads to a solution of the least
squares problem in a computationally practical way. Therefore no fundamental obstacle
exists to constraining the large-scale regional circulation nested within a global circulation.
A second experiment in the North Atlantic shows that the model circulation can be
constrained to the full observational signal, including eddy variability, as observed at
selected point locations. Both experiments in this study produce eddy-permitting state
estimates which are exactly self-consistent with the equations of motion as embodied by a
general circulation model. Therefore dynamical balances can be diagnosed and easily
interpreted; in particular, a companion paper uses the state estimates to determine eddy
subduction rates in the North Atlantic.
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1. Introduction

[2] The statistical combination of observations and a
numerical model, termed state estimation (or in the bor-
rowed meteorological nomenclature, data assimilation),
provides a way to reconstruct the realistic time-evolving,
three-dimensional circulation of the ocean, using both the
newly available global ocean data sets and the best of
modern numerical general circulation models. Recent
advances, such as those of the ECCO (Estimating the
Circulation and Climate of the Ocean) Consortium
[Stammer et al., 2002; Fukumori, 2002; Stammer et al.,
2003, 2004], have demonstrated the practicality of state
estimation in global, coarse-resolution ocean models. The
forbidding high-dimensionality of the problem due to the
large number of degrees of freedom in fluid flows, even at

1 or 2 degree spatial resolution, did not prove to be a
fundamental obstacle. Although these previous results are
useful, many regional studies, such as those outlined by
CLIVAR (the International Research Program on Climate
Variability and Predictability), require higher model resolu-
tion than has been used globally. The methods previously
used for global estimates therefore should be applied to
regional problems. In shifting the focus from the coarse-
resolution global scale to high-resolution regional estima-
tion, two issues emerge: the need to deal with open
boundaries and the potential numerical problems arising
with higher-resolution ocean models.
[3] For state estimation in the typical oceanographic

context where observations have been collected over a past
interval of time, the so-called adjoint method [e.g., LeDimet
and Talagrand, 1986; Thacker and Long, 1988] is a natural
way to combine observations with a model such that the
resulting estimate is exactly self-consistent with the model
itself (i.e., no nonphysical sources to ‘‘keep the model on
track’’). The adjoint method is an optimization method
based upon Lagrange multipliers, and in the case of a
limited area model, the investigator searches for open-
boundary conditions (in addition to other uncertain model
parameters and surface boundary conditions) to find a
model trajectory which reproduces the observations suffi-
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ciently well. The goodness of fit of the model is measured
by a scalar cost function, typically a sum of squared model-
data misfits, and state estimation reduces to nothing more
than a giant least squares problem.
[4] Regional state estimation with the adjoint method has

been attempted before, but with widely differing goals. The
feasibility of estimating open-boundary conditions in quasi-
geostrophic (QG) models was shown by Moore [1991],
Seiler [1993], and Nechaev and Yaremchuk [1994]. A
number of investigators [e.g., Schröter et al., 1993; Gunson
and Malanotte-Rizzoli, 1996; Cong et al., 1998; Yaremchuk
and Maximenko, 2002] used these QG models with resolution
varying from 1/4� [Schröter et al., 1993] to roughly 1/8� [Cong
et al., 1998] to estimate the eddy-scale circulation over
monthly timescales. In contrast, our goal here is to attempt
regional state estimation with a general circulation model
(GCM) and real observations over 1–2 years. We choose a
GCM and real observations both because we wish to form
an ‘‘optimal’’ estimate of ocean circulation for scientific
purposes, and because consistency between model and data
may be more likely in this case. Regional state estimation
with GCMs at non eddy-permitting resolution (1� and 2�)
has been reported by Zhang and Marotzke [1999], Ferron
and Marotzke [2003], and Ayoub [2005]. The primary focus
of this paper is to extend the methodology of regional state
estimation with GCMs to a resolution similar to the quasi-
geostrophic studies. An ultimate goal is state estimation at
true eddy-resolving scales, but we wish to explore the
methodology at eddy-permitting resolution first.
[5] An ever present challenge in regional simulation and

state estimation is finding open-boundary conditions that
are physically compatible with the interior circulation. In
this work, an existing global state estimate is used as a first
guess of the uncertain open boundary conditions. When
regional state estimation is performed with the same model
and state estimation codes as the global state estimate, this
approach could be called ‘‘nested state estimation.’’ By the
use of similar tools in the global and regional problems, the
mismatch between the boundary and interior circulation
may be lessened.
[6] The organization of the paper follows. Section 2

presents methods for estimating open-boundary conditions
in GCMs at high regional resolution. The methodology is
applied to a region of the ocean with a wide variety of actual
observations. Specifically, we estimate the ocean state
during the Subduction Experiment of the eastern subtropical
North Atlantic Ocean [Brink et al., 1995], and the model
and data are introduced in section 3. In the effort to perform
nested estimation, we take an incremental approach. One,
we wish to find the large-scale regional circulation over the
one to two year period in which extensive observations are
available (detailed in section 4). This is a longer time
window than many of the previous regional state estimation
studies. Two, a remaining question is whether the model can
fit the full observational signal, both large-scale and small-
scale, using this methodology; this is explored in section 5.
Both experiments provide improved estimates of the circu-
lation that could be used for further scientific research, but
the focus here is primarily on the methodology. Analysis of
subduction rates and dynamical processes is presented in a
companion paper (G. Gebbie, Does eddy subduction matter

in the northeast Atlantic Ocean?, submitted to Journal of
Geophysical Research, 2006).

2. Methods for Nested State Estimation

[7] In a mathematical sense, there is little doubt that
regional state estimation methods resolve the ill posedness
of the forward open-boundary problem (see Bennett and
Kloeden [1981] and Oliger and Sundström [1978] for a
deeper review and a definition of well posedness). In a
practical sense, however, the complexity of GCMs and
modern data sets may make the search for the solution of
the least squares problem difficult. For example, the model
may not be capable of a circulation that is consistent with
real observations, and then either the model or the assumed
errors in the data must be reevaluated. Another issue is the
efficiency of optimization schemes; when searching over a
large number of control parameters, can a solution be found
with present-day computational resources?
[8] To address these practical issues, this section offers

three techniques to increase the efficiency of solving the
nested state estimation problem, and the likelihood that the
solution is acceptable. One, we propose a multiscale method
where the model is used at multiple resolutions and only the
large-scale circulation is explicitly constrained to make the
optimization more efficient. Two, the open-boundary veloc-
ity field has special physics which may have slowed the
search process for previous investigators. We propose a
decomposition of the velocity field into depth-independent
and depth-dependent components, and show that this sim-
plifies the optimization problem. Three, the resulting state
estimates of previous investigators showed a number of
nonphysical characteristics near the boundary. We propose a
simple numerical amendment to the estimation problem, the
added constraint of thermal wind balance, to improve the
resulting state estimate.

2.1. A Multiscale Method

[9] In the simplest form of nested state estimation, a
global (or larger domain), coarse-resolution estimate,
~xglobal(t), is used to give the necessary boundary conditions
for the regional, high-resolution model, qREG(t) (where
capitals are used to emphasize that the regional model has
high resolution). The mapping from the global estimate can
be represented by qREG(t) = f(~xglobal(t)) where f is the
mapping function and the boundary conditions change with
time. The following discussion applies to the case of
Dirichlet boundary conditions, a common situation in
GCMs in which the entire state must be prescribed at the
boundaries and hence qREG(t) includes open-boundary tem-
perature, salinity, and two components of horizontal veloc-
ity. The discussion can be applied to other boundary
conditions equally well by changing the form of f and
qREG(t). The simplest form of nested state estimation could
be made more efficient, however. The boundary conditions
can be improved by forming a coarse-resolution, regional
state estimate (~xreg(t), lowercase ‘‘reg’’ for low resolution)
and then using this new coarse resolution estimate as a first
guess for the high-resolution regional model. This involves
interpolating the coarse-resolution boundary conditions to
higher resolution: qREG(t) = g(~xreg(t)), where g is the
interpolator function. The final state estimate, a high-
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resolution regional product, is labeled ~xREG(t). This
approach, which we call a ‘‘multiscale method,’’ is similar
to the idea of Köhl and Willebrand [2002], who used a
reduced-resolution adjoint. The multiscale method can be
computationally efficient because iterations of the search
procedure are done cheaply at coarse resolution and the
number of costly iterations at high resolution is reduced.
In many common cases (such as the situation to be
discussed in section 3), the computational cost of the
coarse-resolution regional model is negligible compared to
the high-resolution model. In such an event, any changes to
open-boundary conditions which lead to greater consistency
with observations is computationally helpful (although this
criterion needs to be evaluated on a case-by-case basis).
[10] A subtlety of the multiscale method is that the same

objective function should be used for both the coarse- and
high-resolution problems. To be physically consistent, how-
ever, the objective function weights must differ with reso-
lution because the representation error of the model changes
with resolution. At coarse resolution, the weighting must be
such that the expected cost function value associated with
each observation is one when the large-scale circulation is
consistent with the observations. For example, a term of the
cost function has the form (x � xo)

2/s2, where x is an
individual observation, x � xo is the model-data misfit, and
s is the expected error. Because a coarse-resolution model
does not resolve motions at scales less than the grid spacing,
such information in the observations must be treated as
noise (i.e., representation error). The observations could be
prefiltered to include only the large-scale signal, but the
least squares formulation naturally handles such a situation
anyway. The weights are set to be inversely proportional to
the expected noise, and are therefore decreased. The
expected noise can be computed in the wave number band
of interest via any independent model, such as the spectrum
of Zang and Wunsch [2001]. The high-resolution problem
proceeds similarly; the small-scale observational signal is
considered a representation error and may again be treated
as noise. In addition, the eddy-permitting model partially
predicts an eddy field which cannot be expected to match
the observations perfectly. Therefore the total expected error
is the sum of both the small-scale observational signal and
the model variability at those scales, and the weights are
chosen accordingly. Using this multiscale approach, the
high-resolution model is only constrained to the large-scale
ocean circulation.

2.2. Estimating Open-Boundary Velocities

[11] Previous investigators have shown that the estima-
tion of open boundary velocities in a GCM has led to
complications in the optimization procedure. When Ferron
and Marotzke [2003] sought a regional Indian Ocean state
estimate, a two-step estimation process was necessary: one
step to estimate the initial conditions and surface forcing,
and a second step to estimate the open-boundary conditions.
One possible explanation for the necessity of a two-step
approach is ill conditioning of the problem by the extreme
sensitivity to certain control parameters. As an example,
consider a regional model and the sensitivity of the sea
surface height to the open-boundary velocity. By conserva-
tion of volume, the sea surface reacts to a mean inflow by
the relation: dh/dt = Axz/Axy � V?, where h is the regional

mean sea surface height, Axz is the cross-sectional area of
the open boundary, Axy is the sea surface area, and V? is the
regional mean velocity normal to the open boundary. In a
square region with 1000 km sides, an imbalance of 1 mm/s
generates a sea surface rise of 1 m in approximately 12
days, a magnitude beyond anything ever observed. As a
means of crude comparison between different sensitivities,
the sensitivity due to domain-integrated sea surface height
can be normalized by the expected deviation of boundary-
integrated velocity to give a dimensionless quantity. All
sensitivities can be normalized this way, and the precondi-
tioning step of optimization routines does exactly this [see
Gill et al., 1986]. Even after this normalization, the
sensitivity to the open-boundary velocity is orders of
magnitude larger than any other physically based sensitiv-
ities in the ocean, and may cause numerical difficulties.
[12] To remove these difficulties, we propose that the

normal component of open-boundary velocity be decom-
posed as:

V? x; zð Þ ¼ V1 x; zð Þ þ V2 xð Þ þ V3; ð1Þ

where V1 is the depth-varying component of velocity, V2 is
the depth-independent component, and V3 is a constant.
These different components of the velocity field are
expected to have different magnitudes, and are individually
scaled. The depth-dependent velocity is defined to have no
net inflow in any column,

XZ

z¼1

V1 x; zð Þ �Dh zð Þ ¼ 0; ð2Þ

where z is the vertical level number, Z is the total number of
levels, Dh is the thickness of a model level, and the
equation holds at all grid points along the boundary. The
depth-independent velocity is set to have no net inflow into
the regional domain:

Xob
V2 xð Þ �Dx � H xð Þ ¼ 0; ð3Þ

where ob means that the summation holds everywhere along
the open boundary, Dx is the length of a grid cell along the
open boundary and H is the total depth of the ocean. V3

represents the scaled net volume flux into the domain which
should be nearly zero, although some short-lived, unba-
lanced volume fluxes have been documented [Wunsch and
Gill, 1976; Fu et al., 2001]. One can let V3 vary within an
expected range and estimate its value. Alternatively, one can
enforce a hard constraint, V3 = 0, making the optimization
problem easier to solve. We take this approach throughout
the remainder of this work. The tradeoff is that one quantity
cannot be estimated.

2.3. Maintaining Thermal Wind Balance

[13] Even when using a nested state estimation approach
with compatible global and regional models, some mis-
match between the open-boundary conditions and the inte-
rior circulation is likely. Nonphysical boundary layers may
form on the open boundaries. Sponge layers are one device
to minimize these effects. Boundary jets are dominated by
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ageostrophic currents which strongly affect the heat, buoy-
ancy, and momentum budgets along the boundary.
[14] To decrease the impact of nonphysical boundary

features, thermal wind balance is imposed by appending
an extra term to the cost function in which deviations from
balance are penalized. This is sometimes called a soft
constraint. Thermal wind balance at the open boundary is:
@V?/@z = �g/(r0 f ) � @r/@x, where x is the along-boundary
coordinate, z is the depth coordinate, g is gravity, r is
density with some reference value ro, and f is the Coriolis
parameter. Rearranging,

F x; zð Þ ¼ @V?=@zþ g= r0 fð Þ � @r=@x ¼ 0; ð4Þ

which must be appropriately discretized [see Gebbie, 2004].
For the entire open boundary at all times, discretized values
of F(x, z) are appended in vector form, F = [F(1, 1), F(2, 1)
. . . F(xmax, zmax)]

T. The additional term to the objective
function then takes the form of a weighted squared
deviation: FTWFF, whereWF is a weight matrix. Deviations
from thermal wind are proportional to the Rossby number,
thus permitting an estimate of WF. As model resolution
increases, the Rossby number may also increase, and the
weighting of the thermal wind constraint should decrease. In
any case, this constraint may force the characteristics of the
interior circulation and boundary to be similar.
[15] An alternate method, based upon the work of Stevens

[1991] and Zhang and Marotzke [1999], is to diagnose the
open-boundary velocities from the imposed density struc-
ture on the boundary. This idea can be extended to the open-
boundary estimation problem by defining the control vector
as only the temperature and salinity, and then adding a so-
called hard constraint to the model. In practice, unfortu-
nately, the previous investigators found that the thermal
wind mapping is noisy, and it does not give any information
on the depth-independent component of the flow.

3. Model Setup

[16] The eastern subtropical North Atlantic Ocean (here-
after, northeast Atlantic) is a favorable location for experi-
ments with nested state estimation; the region hosted an

intensive field campaign to collect oceanographic and
meteorological observations known as the subduction
experiment [Brink et al., 1995]. No intense western
boundary current is present, and the nonlinearities that
earlier investigators encountered may not be present here
[e.g. Schröter et al., 1993; Cong et al., 1998]. This section
applies the open-boundary state estimation concepts to the
northeast Atlantic.

3.1. Eddy-Permitting Model With Open Boundaries

[17] The model used here, as in the work by Stammer et
al. [2002, 2003], is the ECCO version of the MITgcm
[Marshall et al., 1997;Marotzke et al., 1999], a state-of-the-
art GCM. The high-resolution regional model has a hori-
zontal grid spacing of 1/6� by 1/6�, or roughly 15 km. With
the Rossby radius of deformation between 25 and 45 km in
this region, the model is eddy permitting. A coarse-resolution
regional twin model is run at 2� resolution with some
adjustments of the model parameters (Table 1 is a detailed
list of parameters). The model domain contains most of the
eastern subtropical gyre of the North Atlantic (see the
domain of Figure 1). The eddy kinetic energy of the forward
high-resolution model is typically 50–75% of TOPEX/
POSEIDON observations in the northern half of the do-
main, and 90% in the southern half.
[18] Using the ECCO-MITgcm model, the goal is to

obtain a best description of the oceanic circulation in this
region through a least squares fit of the model to real
observations for the year June, 1992, to June, 1993. The
first guess of the time-dependent boundary values and initial
conditions of the regional model are taken from the 2�
ECCO global estimate. The National Centers for Environ-
mental Prediction (NCEP) Reanalysis daily sensible and
latent heat fluxes and twice daily surface wind stresses are
used as first-guess forcing fields [Kalnay et al., 1996]. What
renders the method practical is the availability of an
automatic differentiation (AD) tool called TAF (Tranforma-
tions of Algorithms in Fortran [see Giering and Kaminski,
1998; Heimbach et al., 2005]. This software permits a
(semi) automatic production of the Fortran code for the
adjoint of the MITgcm.

Table 1. Parameters and Specifications for Coarse- and High-Resolution State Estimation

2� 1/6�

Horizontal resolution (167–218) km � 222 km (14.2–18.2) km � 18.5 km
Grid points 20 � 16 � 23 vertical levels 192 � 168 � 23 vertical levels
Time step 3600 s = 1 hr. 900 s = 15 min.
Lap. horizontal viscosity 5 � 104 m2/s 0
Lap. horizontal diffusivity 1 � 103 m2/s 0
Biharmonic horizontal viscosity/diffusivity 0 2 � 1011 m4/s
Vertical viscosity 1 � 10�3 m2/s 1 � 10�3 m2/s
Vertical diffusivity 1 � 10�5 m2/s 1 � 10�5 m2/s
State vector 1.70 � 104 elements 3.14 � 106 elements
Control vector 9.11 � 104 elements 5.49 � 106 elements
Observations 1.28 � 107 elements 1.28 � 107 elements
Model input 7.68 � 105 forcing elements 7.98 � 107 forcing elements
Model output 1.50 � 108 estimated elements 1.09 � 1011 estimated elements
Processors 1 processor 24–48 processors
Computational time 2 cpu hours/iteration 400 cpu hours/iteration
Search iterations 	40 iterations 	120 iterations
Total computer time 	80 hours (2.3 days) 	50,000 hours (5.7 years)
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