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Abstract

We present a simplified method for solving the local equilibrium carbonate chemistry in numerical ocean
biogeochemistry models. Compared to the methods typically used, the scheme is fast, efficient and compact.
The accuracy of the solution is dictated by the number of species retained in the expression for alkalinity
and there is almost no computational penalty for retaining minor contributions. We demonstrate that this
scheme accurately reproduces the results of the commonly used method in the context of a three-dimen-
sional global ocean carbon cycle model. Using this model we also show that neglecting the regional vari-
ations in surface dissolved inorganic phosphorus and silicic acid concentrations can lead to significant
systematic bias in regional estimates of air–sea carbon fluxes using such models.
� 2005 Elsevier Ltd. All rights reserved.

1. Introduction

Numerical methods used to solve the equilibrium partitioning of the aquatic carbonate system
typically involve the solution of a fifth, or higher, order polynomial using techniques such as
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Newton–Raphson iteration (e.g. Hoffert et al., 1979; Follows et al., 1996; Orr et al., 1999) or
Bracket and Bisection (see Press et al. (1992), for a general description of these methods of solu-
tion). While this does not present a heavy burden for modern computers there is some motivation
to find and use simpler, more efficient schemes. Firstly, increasing interest in the combination of
data and models has led to the application of adjoint modeling techniques to ocean biogeoche-
mistry models (e.g. Schlitzer, 2002; Hill et al., 2004), sometimes aided by automatic differentiation
tools (Giering and Kaminski, 1998). The simplified algorithm presented here is easily differenti-
ated and, under many practical circumstances, requires no iterative steps. Secondly, in highly ide-
alized box models of the ocean carbon cycle a significant fraction of the code and computation
time may be tied up in the iterative solver. An efficient and compact method of solution is aesthe-
tically pleasing and provides faster solution, especially when using interpreted languages such as
MATLAB. Finally, though eddy resolving numerical ocean biogeochemistry models are beco-
ming computationally feasible they still place a heavy demand on the most powerful current
computers and saving a small fraction of total CPU time may be worthwhile.

We present a simplified method to solve for the local equilibrium of the carbonate chemistry
system in numerical ocean biogeochemistry models. We show that the method, similar to that
described by Bacastow (1981), can be applied without the need for iterations under most circum-
stances and provides a very accurate solution. A very complete definition of alkalinity can be ap-
plied simply at very little extra computational cost. It provides a compact, efficient and easily
differentiated algorithm for determining pCO2.

In Section 2 we introduce some essential concepts, then in Section 3 we outline the compact
scheme of solution and provide a recipe for its application. We discuss the accuracy of air–sea
CO2 fluxes relative to the full, iterative method in Section 4. A full listing of the equations
governing the carbonate system is provided in Appendix A and an example FORTRAN
code for the solver is provided in Appendix B.

2. Modelling the ocean carbonate system

First we review some pertinent aspects of ocean carbonate chemistry. Detailed reviews and
discussions can be found in DOE, 1994; Millero, 1995; Morel and Hering, 1993; Stumm and
Morgan, 1996; and Zeebe and Wolf-Gladrow, 2001. In the aqueous system dissolved carbon
dioxide, CO2(aq), forms carbonic acid, H2CO3, and dissociates into bicarbonate, HCO�

3 , and
carbonate, CO2�

3 , forms:

CO2ðaqÞ þH2O�H2CO3 ð1Þ

H2CO3 �HCO�
3 þHþ ð2Þ

HCO�
3 þH2O�CO2�

3 þHþ ð3Þ

Since CO2(aq) and H2CO3 are difficult to distinguish it is customary to refer to their combined
aqueous concentration, which we represent here by ½CO�

2�. In ocean carbon cycle models the prog-
nostic variable is dissolved inorganic carbon, C, the sum of carbonate species in a water parcel
since it is conservative with respect to advection and mixing:

C ¼ ½CO�
2� þ ½HCO�

3 � þ ½CO2�
3 � ð4Þ
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In a numerical model, we are typically seeking to evaluate the air–sea flux of CO2,
KgK0ðpCO

at
2 � pCO2Þ where Kg is the air–sea gas transfer coefficient and K0 is the solubility of

CO2 such that

pCO2 ¼
½CO�

2�

K0ðT ; SÞ
ð5Þ

K0 is an empirically determined function of temperature, salinity and pressure (Weiss, 1974). In
order to evaluate the air–sea flux we must solve for the partitioning of C between its components;
specifically ½CO�

2�.
Reactions (1)–(3) proceed to equilibrium on timescales of minutes so we assume equilibrium

partitioning of the carbonate species within C. The relative abundances can be quantified using
empirically determined (temperature, salinity and pressure dependant) equilibrium coefficients
(e.g. Millero, 1995):

K1 ¼
½HCO�

3 �½H
þ�

½CO�
2�

ð6Þ

K2 ¼
½CO2�

3 �½Hþ�

½HCO�
3 �

ð7Þ

We now have four relations (4)–(7), and five unknowns ð½HCO�
3 �; ½CO

2�
3 �; ½CO�

2�; ½H
þ�; ½pCO2�Þ.

We can find the relationship between pCO2 and hydrogen ion concentration,

pCO2 ¼
C

K0

1þ
K1

½Hþ�
þ

K1K2

½Hþ�2

" #�1

¼ H ½Hþ�ð Þ ð8Þ

but further constraints are required to solve for both [H+] and pCO2. An expression for alkalinity
provides an additional constraint, bringing to bear the requirement for charge balance. Here we
define the titration alkalinity, AT (following Dickson, 1981; DOE, 1994):

AT ¼ ½HCO�
3 � þ 2½CO2�

3 � þ ½BðOHÞ�4 � þ ½OH�� þ ½HPO2�
4 � þ 2½PO3�

4 � þ ½SiOðOHÞ�3 �

� ½Hþ� � ½H3PO4� ð9Þ

We have neglected contributions from ammonium, sulphur, fluorine and other minor species
which are not resolved in the model we examine in later sections. However, additional contribu-
tions can easily be incorporated as necessary.

The alkalinity, AT is determined by the concentration of the strong ions, such as [Ca2+], in the
water sample (see, for example, Zeebe and Wolf-Gladrow, 2001) which is not directly dependent
upon pH but determined by freshwater fluxes, riverine inputs, fluxes to and from sediments and
biological transformations. AT in the modern open ocean generally ranges between 2250.0 and
2450.0 leqkg�1. In numerical models surface ocean AT is sometimes specified (as a constant value
or empirically determined function of salinity) or can be a prognostic variable influenced by fresh-
water fluxes and biological cycling of calcium and nitrate. Since AT is defined or carried in such
models, (9) provides a constraint on the carbonate system along with several further unknowns.
Additional, laboratory determined, equilibrium coefficients, KSi, KP1, KP2, KP3 (DOE, 1994;
Millero, 1995) define the relationship of these minor species to total dissolved inorganic boron,
BT, dissolved inorganic phosphorus, PT, and dissolved inorganic silica, SiT.
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If C, AT, PT, BT, and SiT are prognostic variables of the numerical model, or can be otherwise
specified, the ten relationships defined in Appendix A can be solved for the remaining ten un-
known variables. Here we wish to evaluate ½CO�

2� and hence the partial pressure of CO2.

3. Solving for [H+] and pCO2

Typically a set of equations similar to that in Appendix A is manipulated to eliminate all other
variables and find a polynomial expression in [H+]. The coefficients are functions of C, AT, BT,
SiT, PT and the temperature and salinity dependent equilibrium coefficients. The appropriate root
is found using an iterative method such as Newton–Raphson iteration (e.g. Hoffert et al., 1979).
Once [H+] has been evaluated to sufficient accuracy, pCO2 may be determined using (18).

Here we present an alternative compact, simple and accurate algorithm for solving the sur-
face ocean carbonate system which may generally be applied in three-dimensional ocean biogeo-
chemistry models without the need for iteration. Truncating the expression for alkalinity, (9), to
include only the leading order contributions on the right hand side defines the ‘‘carbonate
alkalinity’’,

AC ¼ ½HCO�
3 � þ 2½CO2�

3 � ð10Þ

Combining this expression, the definition of dissolved inorganic carbon, (4), and the thermody-
namic equilibrium expressions, (6) and (7), leads to a quadratic function of [H+] where the
positive root is the appropriate solution,

Hþ½ � ¼
1

2
ðc� 1ÞK1 þ ð1� cÞ

2
K2

1 � 4K1K2ð1� 2cÞ
n o1

2

� �

¼ GðAC;CÞ ð11Þ

where c ¼ C
AC
. Assuming AC � AT, and neglecting the contributions of minor species to alkalinity

enables approximate analytic solutions which provide a great deal of insight into the carbonate
system (e.g. Broecker and Peng, 1982) but such solutions are not sufficiently accurate for more
quantitative applications. We can, however, make use of this direct solution for [H+]: Rearranging
(9), AC can be expressed in terms of AT,

AC ¼ AT þ Fð½Hþ�Þ

Fð½Hþ�Þ ¼ �½BðOHÞ�4 � � ½OH�� � ½HPO2�
4 � � 2½PO3�

4 � � ½SiOðOHÞ�3 � þ ½Hþ� þ ½H3PO4�

ð12Þ

where F gathers the minor contributions to the titration alkalinity. AT is a prognostic variable (or
specified) in numerical models and so F and AC can be evaluated using a first guess of [H+]. This
estimate of AC may be used to find an improved estimate of [H+], from (11), which is then used to
evaluate pCO2 with (8). Typically, in numerical models of ocean biogeochemistry, the local pH
changes very little from one timestep to the next so using the value from the previous timestep
as the initial guess provides a sufficiently accurate solution for pCO2 in this way.

The sequence of solution is described more succinctly as follows, where x is the location of
a surface grid point in the model, t denotes the current model time step, and t � dt denotes the
previous timestep:
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(1) Inputs: C(x, t), AT(x, t), PT(x, t), SiT(x, t), BT(x, t), thermodynamic equilibrium coefficients
Ki(x, t,T,S).

(2) Initial guess of hydrogen ion concentration H0.
Cold start, H0 = 10�8 molkg�1, otherwise, H0 = [H+](x, t � dt).

(3) A0
Cðx; tÞ ¼ ATðx; tÞ þ FðH0Þ.

(4) ½Hþ�ðx; tÞ ¼ GðA0
Cðx; tÞ;Cðx; tÞÞ.

(Return to 2 if necessary; H0 = [H+](x, t)).
(5) pCO2(x, t) = H([H+](x, t)).

The functions F, G, H are defined in (11), (12) and (8) respectively. An example FORTRAN
listing of this algorithm (without iteration) is provided in the appendix.

Typically in a three-dimensional ocean biogeochemistry model tracer timesteps are on the order
of hours or less, over which timescale changes in surface pH are likely to be very small. Hence,
when solving for pCO2(x,y) at each timestep, using the value of [H+](x,y) from the previous time-
step as the initial guess is sufficient for accurate solution without iteration. (This is discussed quan-
titatively in Section 4). In some circumstances, such as the ‘‘cold start’’ of a model from arbitrary
initial conditions, and where the equilibrium [H+] has not yet been determined steps 2–5 can be
applied repeatedly, updating and refining the estimate of [H+] towards the correct value (as did
Bacastow (1981)). The scheme is very stable and more robust to a wide range of arbitrary initial
value of [H+] than is the Newton–Raphson method, where it is possible to move towards an inap-
propriate root of the equation.

4. How accurate is the approximate solution?

The degree of accuracy of this approximate method, with no iterations, relies upon the accuracy
of the evaluation of the correction term, F, which in turn depends upon the first guess of hydrogen
ion concentration, H0. How accurate must H0 be in order to provide a sufficiently accurate esti-
mate of pCO2 in a without iteration? A simple scaling argument provides some insight. Since the
accuracy of the method hinges on the approximate estimation of carbonate alkalinity we first con-
sider the sensitivity of pCO2 to AC. From the definition of carbonate alkalinity, (10), the carbon-
ate thermodynamic equilibria, (6) and (7), and solubility of CO2, (5), we find an expression for
pCO2 in terms of AC and [H+], analagous to (8):

pCO2 ¼
AC

K0

K1

½Hþ�
þ
2K1K2

½Hþ�2

" #�1

ð13Þ

Subtracting pCO2*1/(8) from pCO2*1/(13) and assuming that K1K2/[H
+]2 � 1 (i.e ½CO2�

3 � �
½CO�

2�, appropriate for typical oceanic conditions) we find

pCO2 �
ðAC � CÞ½Hþ�2

K0K1K2

ð14Þ

Differentiating with respect to AC we determine the sensitivity

opCO2

oAC

�
½Hþ�2

K0K1K2

� Oð1Þ atm ðmol kg�1Þ�1 ð15Þ
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Evaluating the expression using typical oceanic values we find that a 1 molkg�1 error in the esti-
mation of AC leads to an error of about 1 ppmv in the estimated surface ocean pCO2. The annual
mean air–sea partial pressure difference is observed to be as much as 80 ppmv (Takahashi et al.,
2002) and can be greater on smaller space and time scales. Over large areas, for example the
Southern Ocean, it is relatively small; on the order of 10 ppmv. This suggests that an inaccuracy
in the determination of surface ocean pCO2 of 1 ppmv could lead to an error in the mean air–sea
flux of order 10%. Thus to ensure an accuracy of in the estimated air–sea flux of 1% or better with-
out iteration AC, must be evaluated to an accuracy of ±0.1 lmolkg�1 or better.

4.1. To what accuracy do we need the initial guess, H0?

Applying the approximate scheme without iteration AC = AT+F(H0) and for the same level of
accuracy we must evaluate F(H0) to within ±0.1 lmolkg�1. What does this imply for H0? To lea-
ding order F � �½BðOHÞ�4 � and so, using the thermodynamic equilibrium relationship for borate
(Appendix A), the relationship between F and H0 is

F � �
KbBT

Kb þH0
ð16Þ

Differentiating this expression with respect to H0 and imposing reasonable oceanic parameter
values we estimate the sensitivity to be

oF

oH0
� �3� 103 ð17Þ

Now combining (17) and (15) we estimate that to evaluate pCO2 at an accuracy of 0.1 ppmv
(with respect to an iterative solution) H0 must reflect the true value of [H+] to within
±3 · 10�11 molkg�1. Since the variations in pH are typically very small in most ocean model
applications this level of accuracy can be achieved simply by using the local [H+](x,y) at the
previous model timestep for H0(x,y). Uncertainties in the knowledge of the air–sea gas transfer
coefficient are likely to be much more significant than this approximation.

In the case of a coarse resolution global model with a tracer timestep of 12 h and monthly vari-
ations in forcing. If pH varies smoothly over the seasonal cycle by about 0.1 units (around a mean
value of about 8) then the change in [H+](x,y) over one timestep will be approximately
3 · 10�12 molkg�1, an order of magnitude smaller than the criterion noted above. In Section
4.3 we demonstrate that, in such a model, using the local value of [H+] determined at the previous
model timestep to provide H0 leads to very accurate solutions without iteration.

At higher resolution, or when driven with synoptic physical forcing, then there may be more
abrupt changes. If the same 0.1 change in pH occurs over three days in a model then, using
a shorter tracer timestep of 2 h, the error in H0 will be on the same order as the criterion for
estimating pCO2 to within 0.1 ppmv.

4.2. How significant are truncations to the definition of total alkalinity?

As a comparison, we consider the error introduced by estimating AC without accounting for the
the regional and seasonal variations in P and Si species which contribute to AT. In the Southern

M.J. Follows et al. / Ocean Modelling 12 (2006) 290–301 295



Ocean surface silicic acid concentrations can reach some tens of lmolkg�1 and ignoring the sea-
sonal variation of SiT, for example, could lead to an error of as much as �30 lmol kg�1 in the
instantaneous, local value. Using the thermodynamic equilibrium relationship from Appendix
A we see that this would lead to a corresponding error in AC on the order of 1 leqkg�1. Applying
(15) suggests that this, in turn, drives an error of about 1 ppmv in pCO2 which is significant in this
region of weak air–sea gradients and fluxes. In the following section we illustrate this impact in a
global numerical model.

4.3. Testing in a global biogeochemical model

We test and illustrate the accuracy of the approximate method outlined above using an ocean
biogeochemistry model (Fig. 1). It is based on the MIT ocean model (Marshall et al., 1997a,b)
configured globally at coarse resolution (2.8� · 2.8�, 15 vertical levels) and forced by monthly
wind stresses, heat and fresh-water fluxes. The physical configuration is that described by Dutkie-
wicz et al. (2005) and the biogeochemical schemes used here are discussed in more detail by Par-
ekh et al. (2005) and Ito et al. (2004). Tracers are transported by the residual mean flow where
unresolved eddy transfers are parameterized according to Gent and McWilliams (1990). The
tracer timestep is 12 h. Prognostic biogeochemical model variables include dissolved inorganic
carbon, C, alkalinity, phosphate, DOP and dissolved iron. Export production is modeled simply
by a prescribed export rate modulated by light, phosphate or iron limitation as described by
Parekh et al. (2005). The prognostic equation for C (a discretized version of which forms the
basis of any numerical carbon cycle model) is

oC

ot
¼ �U � rC þr � ðKrCÞ þ SBIO �

KgK0

Dz
ðpCO2 � pCOat

2 Þ ð18Þ

where the first term on the right of (18) represents the advective transport of C, the second sub-
gridscale mixing and eddy transfer processes, and the third represents biological consumption and
regeneration of inorganic carbon. The last term on the right hand side represents the tendency in
the surface layer of the model, thickness Dz, due to the air–sea flux of CO2. Here Kg is the gas
transfer coefficient determined as a function of wind speed following Wanninkhof (1992) and
K0 is the solubility of CO2.

The model was initialized with appropriate global mean concentrations of dissolved inorganic
carbon, C, alkalinity, AT and phosphate, PO4 and integrated for about 10,000 years to an equi-
librium state. In the spin-up period the carbonate system is solved using a traditional, Newton–
Raphson iteration approach, with OCMIP protocols defining the expression for alkalinity (Orr
et al., 1999). In the OCMIP protocol global mean surface values of PT and SiT were used in
the carbonate chemistry solver, here we use the local surface phosphate concentration and, since
we are not resolving the silica cycle, the surface distribution of SiT is prescribed from a monthly
climatology (Conkright et al., 2002). The modelled, pre-industrial ðpCOat

2 ¼ 278.0ppmvÞ, annual
mean, sea–air flux exhibits plausible patterns (Fig. 1a). There is outgassing in the tropics, and
some areas of the Southern Ocean, driven by the upwelling and warming of cool, deep waters rich
in biogenic carbon. The subtropics and subpolar North Atlantic are taking CO2 from the atmo-
sphere, driven by a combination of thermal solubility forcing and biological draw-down of surface
C. While the details of the distribution are subject to the specific model used, assumptions about
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the pre-industrial world and other factors, the broad patterns and magnitudes are generally plau-
sible in the light of observations of todays, anthropogenically perturbed system (Takahashi et al.,
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Fig. 1. (a) Modelled, steady-state, pre-industrial air–sea flux of CO2 (molm�2year�1). (b) Difference in annual mean
sea–air flux of CO2 determined using the iterative method (a) and the approximate method (molm�2 year�1/10�4;
iterative—approximate). Notice change in scale relative to (a). (c) Difference in annual sea–air flux of CO2 calculated
with and without temporal and spatial variations of PT and SiT in the definition of alkalinity. (molm�2year�1;
varying—global mean).
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2002) and this model provides a reasonable testbed for considering the numerical schemes
discussed here. (We note that if the historical increase in atmospheric pCO2 is imposed, the
sea-to-air flux in the high latitude Southern Ocean changes sign by the late 20th century.)

To demonstrate the accuracy of the approximate pCO2 solver we perform a side by side com-
parison in which the air–sea flux is evaluated in a further year of integration of the model, picking
up from the spun-up state. During this further year the air–sea flux is evaluated at each time-step
using the traditional, iterative scheme and the approximate method (no iterations). The model is
stepped forward each timestep using the flux estimated with the traditional scheme and we eval-
uate the annual mean flux estimated by each method. By comparing in this way we eliminate all
other potential sources of difference such as model drift. Examination of the difference between
the two evaluations of sea–air flux shows that the two methods are, for practical purposes, indis-
tinguishable (Fig. 1b) in this case. The simple scheme reproduces the air–sea flux determined by
the iterative method to within 0.1% over the whole domain and generally much better (notice that
the scale in Fig. 1b is four orders of magnitude smaller than that of Fig. 1a). There is some regio-
nal structure; in particular the approximate method tends to underestimate (by a very small
margin) the uptake rate of the northern basins. In this configuration using the Newton–Raphson
iteration method to solve the surface carbonate system uses approximately 10% of the total CPU
time. This is halved when using the non-iterative method presented here; a modest saving but one
which might be significant for intensive, eddy-resolving calculations.

Since the surface concentrations of macro-nutrients (i.e. SiT and PT) vary strongly between sub-
tropical and subpolar oceans, neglecting these contributions can be significant. Comparing eval-
uations of the annual sea–air flux using both fully variable distributions of SiT and PT compared
to using the global surface mean concentrations indicates an error in the air–sea flux of CO2 of up
to 0.4 molm�2year�1 in this configuration (Fig. 1c). (Here we made the comparison in the same
way as that for the iterative and approximate numerical schemes.) The induced error is significant;
as much as 50% of the mean flux in some areas of Southern Ocean where surface nutrient concen-
trations are elevated and mean fluxes relatively small. This result is consistent with expectations
from the scaling argument in Section 4. We note that the neglect of fully variable SiT and PT in the
expression for alkalinity will not be a significant problem for many numerical sensitivity studies,
where model results are compared to a reference case performed in the same way. However, it
could be an important issue for state estimation efforts, where model and observations are inti-
mately combined. The errors incurred by neglecting the minor contributions to alkalinity are sig-
nificantly greater than that incurred using the approximate carbonate system solver. Indeed, one
of the advantages of this method of solution is that it is very simple to increase the accuracy of the
definition of alkalinity by adding an additional term to F.

5. Summary and discussion

We have presented an accurate and simple method for finding the equilibrium partitioning of
the carbonate system in the upper ocean and thus evaluating the air–sea flux of CO2 in numerical
models. The method has several advantages over the iterative schemes typically used: it is more
robust, the code is cleaner and more compact and the scheme is computationally more efficient.
The algorithm and code are ideal for the adjoint model approach to data assimilation and state

298 M.J. Follows et al. / Ocean Modelling 12 (2006) 290–301



estimation since it is easily differentiated, requires no iterative procedure but retains a complete
definition of alkalinity. The accuracy of the scheme is more than sufficient for the purposes of
ocean carbon cycle model studies given, for example, the uncertainty in the gas transfer
coefficient.
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Appendix A

Given values for C, AT, PT, BT, SiT, and the equilibrium coefficients Ki(T,S), the following ten
equations can be solved to determine pCO2 ¼ ½CO�

2�=K0.

C ¼ ½CO�
2� þ ½HCO�

3 � þ ½CO2�
3 � ð19Þ

AT ¼ ½HCO�
3 � þ 2½CO2�

3 � þ ½BðOHÞ
�
4 � þ ½OH�� þ ½HPO2�

4 �

þ 2½PO3�
4 � þ ½SiOðOHÞ�3 � � ½Hþ� � ½H3PO4� ð20Þ

K1 ¼
½HCO�

3 �½H
þ�

½CO�
2�

ð21Þ

K2 ¼
½CO2�

3 �½Hþ�

½HCO�
3 �

ð22Þ

Kw ¼ ½Hþ�½OH�� ð23Þ

½BðOHÞ�4 � ¼
KbBT

Kb þ ½Hþ�
ð24Þ

½SiOðOHÞ�3 � ¼
KSiSiT

KSi þ ½Hþ�
ð25Þ

½H3PO4� ¼
PT½H

þ�3

½Hþ�3 þ KP1½H
þ�2 þ KP1KP2½H

þ� þ KP1KP2KP3

ð26Þ

½HPO2�
4 � ¼

PTKP1KP2½H
þ�

½Hþ�3 þ KP1½H
þ�2 þ KP1KP2½H

þ� þ KP1KP2KP3

ð27Þ

½PO3�
4 � ¼

PTKP1KP2KP3

½Hþ�3 þ KP1½H
þ�2 þ KP1KP2½H

þ� þ KP1KP2KP3

ð28Þ

BT, SiT and PT are total dissolved inorganic boron, silica and phosphorus concentrations respec-
tively. Equilibrium coefficients KSi, Kb, Kw, KP1, KP2 and KP3 are laboratory determined functions
of temperature, salinity and pressure (see DOE, 1994; Millero, 1995; Zeebe and Wolf-Gladrow,
2001).
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Appendix B

c.............................................................
c Example FORTRAN subroutine: solve carbonate system for pC02

c M. Follows, T. Ito, S. Dutkiewicz
c.............................................................

subroutine calc_pCO2(dic,pt,sit,bt,ta,ff,k1,k2, & k1p,k2p,k3p,kb,kw,ksi,H,pCO2)
c routine variables

real pt,sit,ta,pCO2,dic,H,ff,bt,k1,k2,k1p,k2p,k3p,kb,kw,ksi
c local variables

real gamm,co2s,hg,cag,bohg,h3po4g,h2po4g,hpo4g,po4g, & siooh3g,denom,dummy,fg
c dic = dissolved inorganic carbon; pt = dissolved inorganic phosphorus
c sit = dissolved inorganic silica, bt = dissolved inorganic boron

c ta = total alkalinity; ca = carbonate alkalinity; H = [H+]
c pCO2 = partial pressure CO2; ff = fugacity of CO2

c k1, k2 = carbonate equilibrium coeffs; kw = dissociation of water
c klp, k2p, k3p = phosphate equilibrium coefficients

c ksi, kb = silicate and borate equilibrium coefficients
c Equilibrium relationships from DOE handbook (DOE, 1994):
c coefficients evaluated elsewhere and passed in.

c First guess of [H+]: from last timestep *OR* fixed for cold start
hg = H

c estimate contributions to total alk from borate, silicate, phosphate
bohg = bt*kb/(hg + kb)
siooh3g = sit*ksi/(ksi + hg)
denom = hg*hg*hg + (k1p*hg*hg) + (k1p*k2p*hg) + (k1p*k2p*k3p)
h3po4g = (pt*hg*hg*hg)/denom
h2po4g = (pt*k1p*hg*hg)/denom
hpo4g = (pt*k1p*k2p*hg)/denom
po4g = (pt*k1p*k2p*k3p)/denom

c estimate carbonate alkalinity

fg = � bohg � (kw/hg) + hg � hpo4g � 2.0*po4g + h3po4g � siooh3g
cag = ta + fg

c improved estimate of hydrogen ion conc
gamm = dic/cag
dummy = (1.0-gamm)*(1.0-gamm)*k1*k1 � 4.0*k1*k2*(1.0 � 2.0*gamm)
H = 0.5*((gamm-1.0)*k1 + sqrt(dummy))

c evaluate [CO2*]
co2s = dic/(1.0 + (k1/H) + (k1*k2/(H*H)))

c evaluate surface pCO2

pCO2 = co2s/ff
return
end

c.............................................................
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